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Abstract

We study the dynamics of overdamped Brownian particles interacting through
soft pairwise potentials on a comb-like structure. Within the linearized Dean—
Kawasaki framework, we characterize the particle density fluctuations by
computing their one- and two-point correlation functions. For a tracer particle
constrained to move along the comb backbone, we determine the spatial correl-
ation profile between its position and the density of surrounding bath particles.
Furthermore, we derive the correction to the diffusion coefficient of the tracer
due to interactions with other particles, validating our results through numerical
simulations.
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1. Introduction

Particles diffusing in complex environments can undergo anomalous diffusion, characterized
by a nonlinear growth with time of their mean squared displacement (x*(r) ). The ubiquity of
anomalous diffusion in soft and biological systems [1] has, over the past decades, stimulated
significant interest in developing minimal theoretical models to capture this behavior [2, 3]. In
this context, diffusion of particles in systems with geometrical constraints, such as fractal or
disordered lattices, has been the subject of an intense theoretical scrutiny [4, 5], also due to its
relevance to the description of transport in porous media, polymer mixtures, and living cells.

Among the simplest inhomogeneous structures is the comb: this can be visualized as a line
(called the backbone) spanning the system from one end to the other, and connected to infinite
structures (the teeth), as depicted in figure 1. Comb structures have been originally introduced
to represent diffusion in critical percolation clusters [6—8], with the backbone and teeth of
the comb mimicking the quasi-linear structure and dead ends of the clusters, respectively. In
general, one expects that a particle will spend a long time exploring a tooth, resulting in a
sub-diffusive motion along the backbone—e.g. (x*(t)) ~ t'/2 in two spatial dimensions [9].
Since then, comb-like models have been used to describe real systems such as cancer prolifer-
ation [10] and dendronized polymers [11], transport in spiny dendrites [12], and the diffusion
of cold atoms [13] or in crowded media [1].
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Figure 1. Schematic representation of interacting Brownian particles evolving on a
comb structure in d =2. Bath particles (blue) can move horizontally along the back-
bone, or vertically along the teeth. Note that, in the continuum model considered here,
the teeth are continuously distributed along the horizontal direction (in the sketch they
are instead represented as spatially separated, only for graphical purposes). The tracer
particle (red) is constrained to diffuse only along the backbone.

From a theoretical perspective, the single-particle comb model is sufficiently simple to
allow for the derivation of several exact analytical results, both in the continuum [14-19],
and on the lattice [20-25]—see also [26] for an overview. By contrast, the many-body prob-
lem, consisting of interacting particles evolving on a comb, has received much less attention,
and so far restricted to the case of hard-core lattice gases [27-30]. The natural step forward,
which we aim to address here, is to explore the dynamics of interacting particles in continuum
space, subject to the comb constraint.

To this end, in this work we consider a system of overdamped Brownian particles interacting
via soft pairwise potentials, and constrained to move on a comb, as described in section 2.
Using the Dean—Kawasaki formalism [31, 32], we first derive in section 3 the exact equations
that describe the dynamics of the particle density field p(x,f). Expanding the latter around
a constant background density, in section 4 we then derive the one- and two-point functions
that completely characterize the density fluctuations within the Gaussian approximation. To
the best of our knowledge, this represents the first application of the Dean—Kawasaki theory
to non-homogeneous media [33, 34]. Next, in section 5, we single out a tagged tracer from
the bath of interacting particles, assuming that it is constrained to move only along the comb
backbone. In this setting, we first derive the spatial correlation profiles that describe the cross-
correlations between the tracer position and the surrounding bath density, and then use them to
estimate the effective diffusion coefficient of the tracer, which we finally test using Brownian
dynamics simulations.

2. The model

We consider a system of (N + 1) Brownian particles at positions r;(¢), which evolve according
to the overdamped Langevin equations

£ (1) = =% (5 (1) Y Ve Uy (v (1) = 15.(2)) +m; (0 (1) 1) (1
J#i

Here, the Gaussian noises 7, satisfy (n,(x,t) = 0) and have variance

(i (x,0)nf (x',1")) = 2ks T (x) 60 (x —x") S (t—1), 2
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so that the fluctuation—dissipation theorem is satisfied (henceforth we will set the Boltzmann
constant kg to unity, for simplicity). For future convenience, we single out the particle with
i =0, which we denote here and henceforth as the tracer. We allow for the particles’ mobility
to generically depend on their position in space, and we assume that the tracer can have a
different mobility with respect to that of the other bath particles; hence, the mobility matrices
in equation (1) read

. 10 (x), i=0
0D (x) = H ’ , 3
) {ﬂ(x), izl @
Finally, the inter-particle interaction potentials in equation (1) read
U , i=0o0rj=0,
Uy () = § o) T =00r) 4)
Ux), ij=1,

between tracer—bath or bath—bath particles, respectively.

So far, the features of the underlying space in which the particles are evolving have not yet
been specified. To enforce the comb geometry, which is the subject of this work (see figure 1),
one can introduce in equation (1) the anisotropic mobility matrices*

A(x) = g (5(x2>‘(‘)'5(xd) 15_1) :u((s(f)l) nf_l)’ and 40 (%) = o ((1) @do_l).
5)

This constrains the tracer particle to move only on the backbone (which we chose without loss
of generality to be oriented along the Cartesian direction €;), while all other bath particles can
move along the backbone only if x; = 0. In d =2, equation (5) reduces to

iw=u(’§ 7). e am=w(y ) ©

corresponding to the comb schematically represented in figure 1. For d > 3, the resulting struc-
ture may be rather visualized as a backbone sliced by orthogonal hyperplanes.

Note that, for nontrivial choices of /() (x) in equation (2), the Gaussian noises 7); are white
and multiplicative—to fix their physical meaning, we adopt here the It6 prescription. Choosing
fi(x) as in equation (6), it is then simple to check that the Langevin equation (1) reduces, in
the single-particle case, to

0P (r,1) = puT [ad (y) O; + 07 P(r,1), @)

which is the Fokker—Planck equation for a Brownian particle at position r = (x,y) on a 2d
comb, as commonly adopted in the literature [9, 26] (and where we have replaced §(y) —
ad(y), where a is a length scale—see the previous footnote). From the well-known solution [9]
of equation (7) (recalled in appendix A, see cf equation (A.7)), one finds at long times ¢ that

4 We stress that, by dimensional consistency, the delta functions that appear in the expressions above should be
replaced by &(x;) — ad(x;), where a is a length scale. In the following, we will set this length scale to unity for
simplicity; indeed, note that a can in any case be reabsorbed via a suitable rescaling of the corresponding Fourier

variable g, (see cf section 4), e.g. g3 — g3a?~ 1.
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(y*(r)) ~ 2uTt, while (x*(t)) ~ 2a\/uTt/7. Thus, a free Brownian particle on a comb dif-
fuses along the teeth, but subdiffuses along the backbone.

Crucially, in the presence of interactions or external potentials [19], inserting d(y) only in
the diffusion coefficient (as done in equation (7) for the free-particle case) would not prevent
the particles from leaving the comb. This is why the term &(y) has been included also in the
particle’s mobility (5).

In the following section, we set out to compute, starting from the set of Langevin
equations (1), the evolution equation satisfied by the fluctuating particle density.

3. Joint dynamics of the tracer and bath particles density

The dynamics of the microscopic particle density can be derived by standard methods
within the Dean—Kawasaki formalism, also known as stochastic density functional theory
(SDFT) [31, 32, 34]. To this end, here we generalize the derivation of [35] to the case in
which the particles’ mobility encodes geometrical constraints, as in equation (5). Following
[31, 35], we first introduce the fluctuating density of bath particles

N
p(X,I):Z(S(X—I'i(t)), (8)

i=1

in terms of which the evolution equation of the tracer (i.e. i = 0) becomes

i (1) = —i® (o (1)) Vi, / dyUo (10 (1) = ¥) p(y.) + 1 (r0 ().1), (9)

while the bath density can be shown to follow the Dean equation [31, 32]

opx) =V i) VeS| [ xoeea] . ao)
where £ is a Gaussian noise field with zero mean and correlations
(€(x,0 € (x",1")) =2Ta(x)d (x —x") S (1 — 1), (11)
and where F takes the form of a pseudo free energy,
Flom =1 [ dxp(x)log(”p((’)‘)) +5 [ axayp UG-
+ [ avp) oy —ro), (12

with py being a uniform background density.
By choosing Up(x —y) = Up(y — x)—i.e. by assuming that the interaction between the
tracer and the other bath particles is reciprocal—then we may also rewrite

to (1) = —i% (xo (1)) Ve, F [p, o] + 1 (x0 (1) 1), (13)

so that the system formally admits the joint stationary distribution

P [p,xo] ox e~ 7FlPTo], (14)
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Crucially, however, reaching this solution dynamically requires ergodicity, and this is not gen-
erically granted in the presence of geometrical constraints—such as those encoded in fi(x) for
the comb (see section 3.2). Indeed, a simple counter-example can be produced by choosing
f(x) = diag(1,0) in d = 2: clearly, the system cannot relax along the y direction, because there
are no forces or noise along that direction. This point will be further discussed in section 4.5.

3.1. Linearized Dean-Kawasaki equation

The derivation is so far exact; however, solving equation (10) is challenging due to the presence
of nonlinearities in both the deterministic and the stochastic term. To make progress, here we
linearize it assuming small bath density fluctuations around a uniform background pg [35]. This
strategy is by now quite standard in the physics literature [34—43], and has allowed (in spite
of the highly singular nature of the Dean—Kawasaki equation [44]) to derive approximate but
accurate predictions for several distinct systems of particles interacting in uniform geometries,
under suitable assumptions (discussed below and in section 5.3). To this end, we consider

p(%,8) = po+ pe 6 (%,1), (15)

and plug it back into equation (10); we then discard small terms’ according to the approxim-

ation p,, "2 < 1. The result reads

fo (1) = —p 4 (xo (t))Vm/dyV(ro () =¥) ¢ (y,1) + 9 (ro (1) 1), (16)

a@(x,r)—v-{n(x)v[w(x,r)+/dyu<x—y>¢><y,t>+poiv(x—m)} +s<x,r>},
a7

where we rescaled the interaction potentials as
v(x) = poUo (x), u(x) = poU(x). (18)

Although this approximation becomes formally exact in the dense limit (i.e. upon sending

po — oo by keeping the product p,)V fixed, with V being the volume of the system), it has

proven to be accurate even away from the dense limit provided that the interaction potentials

U(x) and Uy(x) are sufficiently soft, so that particles can overlap completely at a finite energy

cost due to thermal fluctuations [35, 42]. This point will be thoroughly discussed in section 5.3.
Note that we can still introduce a pseudo free energy for the linearized system,

T 1 _
Rl =5 [axa? (45 [axayomutx-y)o) +oy"” [avoy)viy -m).
(19)
so that equation (17) can be rewritten as

3F>
¢ (x,1)

0(0,) =7+ [0V 5 ) 20)

5 Note that in fact we are not simply /inearizing the equation. For instance, the term pp; 'V - $(x, ) Vv(x — 19)
turns out to be suppressed by this approximation, although it is linear in ¢». However, we adhere here to this commonly
adopted terminology.
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As we did for equation (13), if v(x) = v(—x) we can also rewrite equation (16) as

b0 (1) = —py 71O (v (1) Ve F2 [, 70] + 1 (1), Q1)

and similar considerations apply.

Our derivation is so far quite general, in that the spatial geometry is encoded in the mobility
matrices /2 and /i(®) which have not yet been specified. In the following section (and throughout
the rest of this paper), we specialize our calculation to the comb geometry.

3.2. On the comb

Choosing the mobilities as in equation (5), the linearized Dean—Kawasaki equation (16) for
the tracer particle specializes to

o )= =05 d, [ dy v (0~ 9650+ m (1), 2)
where 1) is a scalar Gaussian noise with zero mean and variance

(o () mo (1)) = 2Tpod (1 —1"). (23)

Indeed, since the tracer can only move along the backbone, its position can be specified by
using a single scalar coordinate ry(), i.e. ro(f) = ro(#)€;. In the following sections, we will
focus first on the evolution of the density ¢ alone—namely, we will temporarily switch off the
interaction with the tracer in equation (17) by setting v(x) = 0, to obtain

06 (x1) = V- {ﬂ(X)V [Tas(x,t)+/dyu<x—y>¢<y,t>} +e<x,r>}, 24)

where the variance of the noise £ was given in equation (11). This will give access to the
dynamical space-time correlations of the density field of interacting bath particles, independ-
ently of our initial choice of singling out a tracer particle. As usual, note that we can rewrite
equation (24) as

B (x.1) = V- [ﬂ (x)v&j& +s<x,r>] , @s)
with
Mol =5 [&xa (045 [axayomulx-)a(y). 26)

In turn, the dynamical propagator and correlator of ¢ generally serve as building blocks of
the perturbation theory in the presence of a tracer [35, 45—49], whose resulting dynamics will
be the subject of section 5. Note that the theory in equations (25) and (26) is quadratic in
the density field ¢, yet its analysis is made difficult by the presence of the d(x, ) term in
equation (5), which manifestly breaks its spatial translational invariance. In the next section,
we will show how this difficulty can be overcome by resorting to a self-consistent approach.

7
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4. Dynamics of the density fluctuations

The evolution equation (24) for the density field reads in Fourier space

d—1

d
0idq (1) = —pa. (T+ug) g (1) — et / # (T+ug,—p,) bap, (D+va(), @7

where we introduced the Fourier transform v(f) of the scalar Gaussian noise

v(x,t) =V -£(x,1), (28)
with correlations (see equation (11))

(va ()0 () = 20T (1 — ') [0 (g1 +p1) + 45" (a+p)] 29)

Here we have used the Fourier convention fy (1) = [ d?xe ~'9%f(x, ), and normalized the Dirac

delta in Fourier space as f (gjr(gd 54(q) = 1. Below, we will frequently need to adopt mixed

representations involving the Fourier or Laplace transform (often with respect to only a few
among the spatial and temporal variables on which the observables depend). With a slight
abuse of notation, whenever not ambiguous, we will adopt the same symbol (e.g. f) for all
these transforms, to avoid the proliferation of hat symbols (such as f.fand so on). As a general
convention, we will adopt x,y, z for physical space, q, p,k for Fourier momenta, 7,1’ for time,
and s, s’ for Laplace variables.

To characterize the fluctuations of the particle density ¢(x,f), we now set out to compute
its one- and two-point functions. This extends to the case of the comb geometry previous
analyses conducted on Brownian particles evolving in homogeneous space [35, 42, 45]—see
also appendix A.7, where some of these expressions are reproduced for convenience.

4.1. Propagator

We start by addressing the propagator, i.e. the solution of

N oH
3@(’“)*V'H(X)VWJFMXJ% (30)
or equivalently in Fourier space
d1p,
0,Gy (1) = —nqy (T+ uq) G (t) — 1q; / (27T>d—l (T+ “ql,—m) Gyp, (1) +6(1). (31)

We solve this equation in appendix A.1; the key step is to realize that, by applying the oper-
d—1
ator [ % (T+ug,,—q, ) to both members of equation (31), we can generate a closed self-

consistency relation, which then gives access to the solution. It proves convenient to write the
result in the Fourier—Laplace domain, i.e. Gq(s) = [, dte™Gq(1), where it reads

Gq (S) =81 (qu)gl (51173)7 (32)
with

g (q,8) =5+ g’ (T+ug), (33)
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d—1

_ d" g
g (q1,9) =1+UCI%/(27T>(1_L18L (q,5) (T+ug,—q, ) - (34)

As expected, by setting uq = 0 we correctly recover the moment generating function of a single
Brownian particle on the comb, starting at the origin at time t = 0—see appendix A.1.

Note that, for translationally invariant differential equations, the propagator coincides with
the Green’s function (i.e. the solution of equation (30) in which 6 (x) is replaced by §(x — x")),
being the latter a function of x — x’ only [30]. By contrast, here the system is only translation-
ally invariant along the backbone x| = 0; accordingly, the solution of

N oH
8t¢) (th) = V'M(X)VW +f(X,t), (35)
in the presence of a generic source term f(x, f), turns out to read
2 d gy
bq (S) =81 (qas)fq (s) — 1q1Gqy (S)/ (27T)d71 (T+ ”*q)gJ_ (‘LS)fq (s) ) (36)

which only reduces to ¢4 (s) = Gq(s)fq(s) if f(x,1) o< 6(x ).

4.2. Two-point function: general evolution equation

Computing the two-point function

Cap (1,1") = (dq (1) dp (1)) (37
proves more challenging. To this end, let us first introduce the response function
Ryp (1,17) = {0q (1) v (17)) - (38)

Upon multiplying the evolution equation (27) by ¢p(¢’) or 1 (") and taking their average, we
obtain the coupled Schwinger—-Dyson equations [50, 51]

d—1
6;Cq7p (t’t/) = :uqu (T+ ”q) C(LP (t7t/) - /U‘q% /Eizﬂ_)d—ll (T+ ulh,—kl) C(‘Il,kL)’p (t’ t,)
+Rpq(t'1), (39
d—1
ORqp (1,1") = — pq’ (T+ug) Ryp (,1') — pgi / éw)dkﬁ (T+ g~k ) R(g k1) p (t:17)
+2uT6 (1 —1') [q76 (91 +p1) +¢L0% (a+p)] - (40)

We note that, while Cq p(2,7’) is enslaved to Rqp(7,1’), by contrast equation (40) provides a
closed equation for Rq p(,7"). We thus solve first equation (40) self-consistently in the Laplace
domain, as detailed in appendix A.2, to obtain

2uT
s+’

Ryp(s,s") = gL (p,s) [426° (a+P) +q16 (g1 +p1) sGy(s)] . (A1)

Here and henceforth, we have assumed for simplicity the interaction potential u(x) to be rota-
tionally invariant. The response function in equation (41) is symmetric under (p > q), which
was not obvious a priori, while the lack of symmetry (s <+ s’) is expected on causality grounds.

9
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Indeed, invoking the properties of the double Laplace transform of causal functions summar-
ized in appendix A.6, we recognize in equation (41) the structure

R, s
Ryp(s,s') = s“j i/) , (42)

corresponding in the time domain (upon taking the inverse Laplace transform with respect to
both s and s’) to

Ryp (1,1") =Rqp(t—1")O(1—1"). 43)

4.3. Correlator with Dirichlet initial conditions

The expression of Ry p(s,s’) found in equation (41) can now be inserted into equation (39) to
obtain a closed equation for the correlator, which we solve self-consistently in appendix A.3
for the case of Dirichlet initial conditions ¢q(f = 0) = gzﬁ((lo). Recalling that ¢(x, f) represents the
fluctuation with respect to a uniform background density py (see equation (15)), this amounts
to imposing quenched initial conditions p(x,7 = 0) = pg + p(l)/ 2¢(0) (x) on the particle density
(not necessarily flat). The corresponding correlator reads

Cqp (5,5") = ssz,m (a,9)g1 (p,s”) {pi5"(q+P) +416 (g1 +p1) [S'Gq (s") +5Gp (s)
+3/g1 (ql’ss/)_;fgl (Pl’s)] }+¢1<10)Gp (s") gL (q,s) [ ) — naigi (q1,5)M© (quS)},
(44)
with
MO (q.,s)z/cr“ﬁ(wru%_h)gl (q,9) . (45)
(2m)

In the case of flat initial conditions, i.e. ¢((10) = (;5(0), it can be shown that the last term in
equation (44) simply reduces to (see appendix A.3)

[69] Ga(9)Go (), 46)

while the first term represents the connected part of the correlation function,
i.e. (Pq(s)¢p(s’)),. Note that the so-obtained correlator is symmetric under the exchange
of (q,s) +> (p,s’), as expected from its definition in equation (37), but it is not diagonal in the
momenta q and p (i.e. it is not proportional to 6¢(q + p)), because of the spatial anisotropy of
the system. However, a common dependence on §(g; + p1) remains, as a consequence of the
translational invariance along the spatial direction parallel to the backbone.

4.4. Equilibrium correlator

At long times, we expect the two-time correlation function to attain a stationary form such
that

Cyp (t,1") = Cqp (|t —1']). 47
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Using the properties of the double Laplace transform summarized in appendix A.6, this cor-
responds to

Cap (5) +Cqp(s')

C(Lp(sasl): s+s/

. (48)

for some function Cq p(s) that we now set out to compute. (By contrast, the Dirichlet correlator
given in equation (44) does not have a time-translational invariant structure, as expected).
The simplest way to proceed is to invoke the fluctuation—dissipation theorem that relates the
correlation function at equilibrium to the linear susceptibility [52]

d (o (x,1))
9 (y,1')

X (x,y,1,1") (49)

j=0

The latter is obtained by adding to the Hamiltonian [¢] in equation (26) a source field j(x, )
linearly coupled to ¢(x,¢) as

Hi[6] = H o] — / ) (x) 6 (x), (50)

and by modifying the equation of motion (24) and its solution (¢ (x, 7)) accordingly.

As detailed in appendix A.4, one can show that the susceptibility y follows an evolution
equation very similar to equation (40) satisfied by the response function R, and that the two
are in fact simply proportional to one another:

Ryp (t,1") = 2Txqp (1,1"). (51

This is expected, since the noise v4(r) enters linearly in the equation of motion (27). Like the
response function, the linear susceptibility is also causal and time-translational invariant, that
is

Xap (1) =Xqp(t—1)O(1=1"). (52)

By analogy with equations (41) and (42), we can thus write in the Laplace domain

Xap () = pg1 (p1,5) [¢7.6°(+P) +476 (g1 +p1) sGq ()] - (53)
Next, we recall the fluctuation—dissipation theorem [52]

d -
va,P (1) = —TXqp (1), forr=t—t >0, (54)

or equivalently, in the Laplace domain,

Cap(s) = é [Cap (T=07) = Txgp (5)] - (55)

The stationary fluctuations Cq (7 = 0™) of the field can be accessed by noting that its evolu-
tion equation (25) admits the equilibrium distribution (see the discussion in section 3)

Plg] e 179, (56)

1
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Figure 2. Scaling form assumed at long times ¢ by the intermediate scattering function
F(q,)—see section 4.4 and appendix B for the details. The amplitude of the ISF is
zero in correspondence of the dark-blue regions, and maximum in correspondence of
the red regions. The plot is obtained for a system of size V = 100 in d =2, where the
combination (T + uq—o) and the maximum amplitude of the ISF were normalized to
unity for illustrative purposes.

whence (see appendix A.4, and compare e.g. with equation (43) in [45])

T

d
mllCRa 8 (57)

Cap (T=07) = (g (1) p (1), 00 =

Using equation (55) then gives, after some straightforward algebra®,

5 (q+p)

_ 2
T+ g 1q76 (g1 +p1)Gq(s)] - (58)

Cap(s) =Tg1 (P,s)

This expression admits a closed-form analogous in the time domain, for simple choices of
uq—see appendix A.4.

The stationary correlator in equation (58), obtained within the linearized SDFT, is one of
the key results of this work: it encodes all dynamical two-point correlations of the fluctuating
particle density. Various dynamical observables, such as structure factors and first passage
times, can be accessed starting from equation (58); as an application, here we consider the
intermediate scattering function (ISF)

§(0.0) = 3 (a() -4 (0)) — poi (@) = 2 (64 ()04 (0) =20, o). (59)
As we demonstrate in appendix B, for sufficiently long times ¢ the ISF assumes a scaling form
F(q1t7,q.17) that is independent of the specifics of the interaction potential u(x), and which
we compute explicitly for the case d =2 (see equation (B.9)). The resulting scaling function
is plotted in figure 2 for selected choices of the various parameters, and with its amplitude res-
caled to unity for graphical convenience. Such ISF is manifestly reminiscent of the anisotropy
of the comb structure.

6 As a consistency check, one can integrate equation (58) along the backbone by setting q; =0. As expected, one
recovers this way the known expression of the two-point function for particles diffusing in homogeneous space—see
the discussion in appendix A.7.



J. Phys. A: Math. Theor. 58 (2025) 215001 D Venturelli et a/

4.5. Proof that the stationary and equilibrium correlators coincide

In the previous section we computed the equilibrium correlator, see equation (58). However,
as we stressed under equation (14), there is no reason to believe a priori that the stationary
state of the system is also an equilibrium one. To this end, here we prove that the solution
obtained in section 4.4 is unique—namely, that no other function exists for this system with
the property of time-translational invariance required in equation (47).

We start by noting that an alternative and more direct way to impose the time-translational
invariance Cqp(t,1') =Cqp(t—1’) of the correlator (without invoking the fluctuation—
dissipation theorem, which holds only at equilibrium) is to require

(Or4 0y) Cqp (1,1") = 0. (60)

This condition can be used to construct the stationary correlator as follows. First, we change
indices in the field equation (27) and write an evolution equation for 0y ¢p(¢'). Next, we mul-
tiply it by ¢4(f) and take its average over the noise. This gives another Schwinger—Dyson
equation,

d—1

d kg
OrCqp (1,1") = —,UPZL (T+up) Cqp (1,1") — ,UP% / W (T+up,,—x, ) Cq,(pr ko) (1,1")

+ Ryp (1,1"), (61)

akin to equation (39), which can then be summed to the latter. Setting the result equal to zero
as per equation (60), and upon introducing

Gap = 1[04 (T+uq) +p7 (T+up)], (62)
Sqp (t,1") = Rqp (1,1) +Rp g (',1), (63)

—~

we find that the stationary correlator Cq p(#,7’) must satisfy

d1E,
Cap (t:1") =GqpSqp (1,1") — 1Gqp [‘1% / W (T+ug,—x. ) Cigrk,)p (1,1)
d1g,
+P%/(27T)d_1(TJF“m,—kJCq,(m,kmW/)]~ (64)

This integral equation is analyzed in appendix A.5; there, we demonstrate that in fact
equation (64) admits a unique solution, corresponding to the equilibrium correlator found in
equation (58). This concludes our analysis of the one- and two-point functions within the
linearized Dean—Kawasaki theory on the comb, which completely characterize (within this
Gaussian approximation) the particle density fluctuations.

5. Tracer particle dynamics

In section 4 we have analyzed the fluctuations of the bath density, assuming that all bath
particles are equal. In this section, instead, we go back to equations (16) and (17), where a
tagged tracer (singled out from the particles bath) evolves in contact with the fluctuating dens-
ity of surrounding particles. The resulting coupled equations for the tracer and the bath density

13
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read, in Fourier space,

d? 4
o (1) = —hpg / g 1vgq (1) O 450 (1), 65)
(27)

with (no(£)no(t')) = 2ueTé(t —t'), and

d—1

d
g (1) = — 1 (T4 1tg) b (1) — / (mﬁﬁ (T4 ttg—p. ) Sors (1) + v 0
— hyt [ vg + qivg, (x1 = 0)] e 00, (66)

with the correlations of v4(f) given in equation (29). Above we denoted for brevity & = p,, 172,
With this in hands, in the next two sections we tackle two distinct (but related) problems
using perturbation theory for small A:

(i) In section 5.1 we analyze the generalized correlation profiles between the tracer position
and the density of surrounding bath particles [42]. As explained below, these quantities
encode the response of the bath to the presence of a moving inclusion.

(i1) In section 5.2 we use such correlation profiles to access the effective tracer particle dynam-
ics, and in particular its effective diffusion coefficient [35].

Note that, being constrained to move only along the backbone, we expect that the tracer
particle will always exhibit diffusive behavior in spite of the comb geometry (whereas the
other bath particles sub-diffuse along the backbone, as recalled in section 2).

5.1. Generalized correlation profies

The simplest measure of the cross correlations between the tracer position and the density of
surrounding bath particles is the average density profile in the reference frame of the tracer:

Y = (Bx+ro(0),0) = Yg() = (6 ()0, (67)

where ry(t) = ro(¢) €;. This quantity has been first analyzed in [35] for the case of interacting
Brownian particles evolving in uniform space. In particular, in the presence of an external
bias applied to the tracer (which drives the system out of equilibrium), the average stationary
density 1(x) has been proven in [35] to exhibit an algebraic tail in the direction opposite to
that of the bias. This long-range effect is in fact a signature of the many-body interacting nature
of the system. In the absence of a bias (i.e. at equilibrium), ¥ (x) was instead shown to be a
rapidly decaying function.

For the case of particles interacting on a comb (with the tagged tracer constrained along the
backbone), the average profile 1(x, t) can be evaluated by using Stratonovich calculus and the
Novikov theorem, as delineated in appendix C. In the stationary state attained by the system
at long times, the result reads in Fourier space

Vq

2
T+ g +O(h*). (68)

"/Jq:_h

Crucially, this prediction is exactly the same as that derived in [35] for particles evolving in
homogeneous d-dimensional space, i.e. without the comb constraint [42]. Although this may

14
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sound surprising, in fact a non-perturbative calculation’ reveals that equation (68) follows
directly from the equilibrium distribution in equation (14), showing once again that the latter
correctly represents the stationary state of the system.

However, signatures of the comb structure are expected to show up by considering higher-
order correlation profiles such as

g = (nWOE+r(0.0) = gal) = (ro(1)dq (1)) (69)

The information encoded in g(x,7) is the following: how does the bath density at distance x
from the tracer fluctuate, in response to a fluctuation of the tracer position ro(#)? Similarly, all
correlations profiles of the form ([ro(#)]"¢(x + ro(¢),#)) (for integer n) are compactly encoded
in the generating function [53]

<¢ (X +1y (t) 7t) e)\ro(t)> <¢)q (t) e()\+iq1)ro(t)>
<e)\r0(1)> <e)\r[)(t)> ’

from which they can be retrieved by taking derivatives with respect to A, before setting A = 0.

An analysis of these profiles for particles interacting in homogeneous space has been
recently presented in [42], with a special focus on the stationary profile g(x). The main finding
was that g(x) exhibits a nontrivial large-distance behavior also in the absence of a bias: in fact,
it displays a long-range power-law decay g(x) ~ x' =, whose exponent does not depend on the
details of the interaction potential u(x), but actually only on the spatial dimensionality d > 1
of the system. This surprising result has been checked to hold for a variety of systems (includ-
ing hard-core lattice gases and Lennard—Jones suspensions), using both analytical calculations
and numerical simulations.

On the comb, these generalized correlation profiles can again be evaluated by using
Stratonovich calculus and the Novikov theorem, as shown in appendix C. In particular, their
generating function (70) reads in the stationary limit®

w(x,\, 1) = = wg(A 1) = (70)

Vg . Ve (X1 =0)+M® (g1, A
un)—hGo(q,A){T U [ioTgy A+ igr) — i, (T+ )] — gt 2 G = DM@ ) L 2y

+uq 1+ pgiM® (g1, )
(71)
where we introduced
Gy ' (@, \) = pg (T+uq) —ipoTqr (2A +iqy) (72)
g1
MO @ = [ i (T ) Gola), )
T
dlg,
MY (g1,0) = / qu Go (q,\) [ipoqi T(A+iq1) — pg’ (T+uq)] - (74)
Iy

Similarly, the correlation profile gq(#) introduced in equation (69) turns out to reduce in the
stationary state to (see appendix C)

ipoTq giM? (q1)  vg
pg’ (T+ug) + poTq? [1+@MD (q1) T+ug

gq=nh +0(1?), (75)

7 See section I1.D.4 in the supplemental material of [42].
8 Its counterpart in homogeneous space is reported for comparison in equation (C.14). Similarly, the profile gq in
equation (75) should be compared with equation (12) in [42], valid in homogeneous space.
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where we called

MY (q1) z/ d7lqy  p(Ttug)
2m)" " pg’ (T+uq) + poTq;’

d'q1 v
MP (g) = / ! . 77
(@) m) " pgh (T+uq) + poTqs a7

(76)

By symmetry in the momenta q, we deduce that g(—x) = —g(x), as expected from its defini-
tion (69)—see also the inset of figure 3(a). Moreover, if 1o = p, then the stationary correlation
profile g4 becomes independent of the particles mobility. In d =2 and setting vq = ug, it is
then simple to derive its large-distance behavior (see appendix C)

h\ﬁ"uq:() 1

g (x1) ~ Xy
2w (T+ uq:0)3/2

(78)

This asymptotic behavior is checked in figure 3(a). Remarkably, it is consistent with the beha-
vior g(x;) ~ x}*d observed in uniform d-dimensional space (i.e. without the comb) in [42]. In
this sense, equation (78) further validates the claim of universality of the large-distance beha-
vior of the correlation profile g(x), whose decay exponent was found in [42] to depend only
on the spatial dimensionality d of the system.

5.2. Effective diffusion coefficient

In this section we focus on the effective dynamics of the tracer particle, and we derive the
first perturbative correction to its diffusion coefficient, due to the presence of the other bath
particles. First, note that the leading-order correction to the generalized profiles computed in
section 5.1 turned out to be of O(h). Conversely, any correlation function involving r but not
¢ must exhibit corrections at least of O (hz)—the simplest way to prove this fact is to note that
the system of equations (65) and (66) is invariant under the transformation {h+— —h,¢
—¢} [46, 54]. In general, the perturbative calculation of the effective diffusion coefficient in
homogeneous space can be compactly addressed within the path-integral formalism developed
in [45] (and later adopted in e.g. [35, 55]). However, it is not evident how to extend such path-
integral techniques to the case of non-homogeneous space analyzed here. By contrast, we
showed in [42] that the tracer—bath correlation profiles—that we already derived in the previous
section—actually encode the tracer statistics, and thus offer a straightforward alternative way
to access its diffusion coefficient.
To show this, let us focus on the moment generating function

e qin) = (70, 9)

that we aim to compute in the stationary regime. To this end, one can first use Stratonovich
calculus to derive, starting from equations (65) and (66), the relation’

8, <e“°<’>> = <77(t) e”°<f>> ~ hpoh - / ﬂiplvp <e<”ipl>’°<f>¢p (t)>. (80)

(2m)*

9 See section IL.G in the supplemental material of [42].
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Figure 3. (a) Tracer-bath spatial correlation profile g(x;), whose Fourier transform is
predicted by equation (75) in the long-time stationary state. Its asymptotic scale-free
behavior is given in equation (78), while the inset shows its symmetry g(—x) = —g(x).
In the plot we chose a Gaussian interaction potential uq = exp(—q2 / 2), and we set &
and 7 to unity for simplicity. (b) Comparison between the effective diffusion coefficient
D, predicted by equation (89), and the results of numerical simulations of a system of
particles interacting via Gaussian potentials of strength e. In the plot, we vary € (and
hence the dimensionless parameter 6, = eppo? /T, see section 5.2), with all other para-
meters kept fixed. Details of the numerical simulation are reported in appendix D.

The second expectation value on the r.h.s. of equation (80) is reminiscent of a quantity we
have already met, i.e. the generating function wy (A, 1) of tracer—bath correlation profiles intro-
duced in equation (70). Since the evolution equation of wp(\,7) (derived perturbatively in
appendix C.1) admits as a stationary solution wy () given in equation (70), here it is reason-
able to assume that

<e(>\+ip1)ro(t)¢p (t)> =wp ()\’ l) <e/\ro(t)> ~ wp ()\) <e>\ro(t)> ’ (81)
in the stationary regime. Plugging this into equation (80) then gives
a
Aro(n)\ _ Aro(t)\ _ Aro(f) p .
Oy <e > A <77 (t)e > hito <e > A1 / (27r)d1prpr (A). (82

On the other hand, the first expectation value on the r.h.s. of equations (80) and (82) can be
computed by standard methods using the Novikov theorem [56], and the result reads

(n(0)eX®) = poTA (X)), (83)

which is the same as for a non-interacting tracer (in spite of the interaction with the bath density,
see [42] for further details). By setting A = —iq; and using equation (79), we thus obtain

d

d“p .
A (q1,1) = —qipoTe (q1,1) — hpow (q1,1) / —— (p1-q1) vpwyp (—iq1),

(2m)? ®9
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whose solution'”

d? .
Inp(qi1,t) = —piot 0%T+h/ b (P1-q1) vpwp (—iq1) (85)

(2m)*

gives the leading-order correction to the cumulant generating function of the tracer position.
Thus, as anticipated above, equation (85) links the statistical properties of the tracer posi-
tion ry(t) to the knowledge of the tracer—bath correlation profiles encoded in wp (). In fact,
this expression can be made explicit by using the leading-order estimate of wp(\) found in
equation (71). Several comments are now in order. First, we note that the tracer position (%)
has non-Gaussian statistics (indeed, the r.h.s. of equation (85) is not simply quadratic in ¢;). In
particular, one can check that ¢(q; = 0,7) = 1 and that the average tracer position vanishes,

(ro (1) = 1 21000

=0, 86
a1 (86)

q1=0

as expected by the symmetry of the problem under x; — —x; (indeed, we have assumed that
the tracer starts its motion at the origin, i.e. ro(f = 0) = 0). Conversely, its variance reads

82

<’5 ()= *TCI%W(QM)

q1=0

2

dp, o [P1M® (py)]
=20 Tt 1 —h2 | 22152 | m®) el U Lo e L P
o { /zﬂpll (P) =7 L+ piM™ (pr)

} +0(h"), @®7

where

dd—lpL LioV?
MO (p)) = / P , (88)
v @2m)* " (T+up) [ng’ (T+ uq) + poTqi]

while the functions M(1?) (p;) were given in equations (76) and (77), respectively. Calling
Dy = uT the bare diffusion coefficient of the non-interacting tracer, from equation (87) we
thus obtain <r%(t)> = 2Dt with the effective diffusion coefficient

2
Dest 2/dp1 2 | 24(5) po [piM® (p1)] 4
=1-h" [ ——p7 |M — e O(RY). 89
Do 5P (p1) pRETorE (n*) (89)

This prediction represents another key result of this work, and is the spatially heterogeneous
counterpart to the diffusion coefficient first obtained in [35] for homogeneous media, using
path-integral methods (see equation (52) therein).

Again, we note that for pp = p the second term in equation (89) actually becomes p-
independent. To be concrete, we now set vq = uq, and assume for the interaction potential
in real space U(x) the general rotationally invariant form

U(x) = ef(x/0), (90)

10 Note that equation (85) apparently implies that not only the variance, but actually all other higher-order cumulants
of ro(7) also grow linearly with 7. However, we stress that equation (85) has been derived under the assumption that
wq (A, 1) becomes stationary, and must thus be taken with caution—we comment further on this point in appendix C.3.
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where x = |x|, € is an energy scale, o is a microscopic length scale, and the function f is dimen-
sionless. For example, within the Gaussian core model [57] one has U(x) = eexp[—x*/(20?)].
In Fourier space, the corresponding rescaled interaction potential uq = poUq then reads

uq = poea’f(qo). 1)

By inspecting equation (89) with o = p, and upon reinstating the microscopic length scale
a by replacing g2 — a?~'q? (see the discussion in footnote 4), it is then simple to see that
Dest/ Dy only depends on the dimensionless combinations 6; = epya?/T, 6, = poo?, and 03 =
R/a, rather than on these parameters taken separately. In figure 3(b) we thus compare our
prediction in equation (89) to the results of numerical simulations obtained by varying the
interaction strength e with all other parameters fixed (see appendix D for the details), which
amounts to varying the effective parameter #,. The prediction is shown to be accurate for
small interaction strengths € < kg7, as usually expected within the linearized Dean—Kawasaki
theory [35, 42]—this point is further discussed in the next section.

5.3. Validity of the linearized theory

We conclude our discussion by briefly recalling the assumptions under which our calculation
is expected to accurately reproduce the results of numerical simulations. These assumptions
are not specific to the comb geometry, but actually underlie similar treatments (even in uni-
form space) based on the linearized Dean—Kawasaki theory [35]: (i) the system should admit
a well-defined average background density py (see equation (15)); note that, for very dilute
systems with attractive potentials, clustering phenomena may take place and undermine this
assumption; (ii) the interaction potentials should admit a Fourier transform, which excludes
strong short-distance repulsion (such as the one provided by Lennard—Jones-type potentials);
(iii) the system should not be too dilute, our results being expressed in a power series in the
small parameter i = p, 12 More precisely, the latter parameter not being dimensionless, an
estimate of the limits of validity of the perturbative expansion can be rather formulated as [42]

dd —1/2
€ —d q 2
m <o [pO/ (271’)df (qo')‘| ) (92)

depending on the specific details of the interaction potential (90). This effectively conveys that
the linearized Dean—Kawasaki theory is an expansion around the weakly interacting case, €
being the typical strength of these interactions.

6. Conclusions

In this work we considered a system of overdamped Brownian particles interacting via soft
pairwise potentials, and constrained to move on a comb-like structure (see figure 1). Within
the Dean—Kawasaki formalism, we first derived in section 3 the exact equations that describe
the dynamics of the particle density field p(x, ). The latter can be expanded around a uniform
background density, which allowed us to characterize the Gaussian fluctuations of the density
field. In particular, in section 4 we computed the density—density correlator both starting from
fixed initial conditions (see equation (44)), and in the stationary limit assumed by the system at
long times (see equation (58)). The latter can be used to construct for instance the ISF shown
in figure 2. To the best of our knowledge, this represents the first application of the Dean—
Kawasaki theory to non-homogeneous media [33, 34].
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Furthermore, in section 5 we singled out a tagged tracer from the bath of interacting
particles, under the assumption that it is constrained to move only along the backbone. In
this setting, we derived the spatial correlation profile between the tracer position and the sur-
rounding bath density (see equation (75) and figure 3(a)), and the effective diffusion coefficient
of the tracer, which we tested using Brownian dynamics simulations (see equation (89) and
figure 3(b)).

Further extensions of this work could address the unconstrained problem in which the tracer
particle is allowed to leave the backbone (which is technically more challenging than the
constrained case considered in this work, even within the perturbation theory delineated in
section 5). This would ideally provide access to the effective subdiffusion coefficient of the
tracer along the backbone, i.e. to its correction due to the presence of the other bath particles.
Moreover, the framework delineated in section 3 can in principle be extended to other non-
homogeneous geometries (such as fractal networks and random percolation structures), which
can be encoded with a suitable choice of the particle’s mobility matrix /i(x) in equation (1).
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Appendix A. Details on the dynamics of the density fluctuations

In this appendix we completely characterize the density fluctuations on the comb by deriv-
ing the results reported in section 4. In particular, in appendices A.1-A.3 we provide the
derivations of the propagator, response function, and Dirichlet correlator, respectively. In
appendix A.4 we then derive the stationary correlator, proving in appendix A.5 that it coincides
with the equilibrium correlator (in spite of the geometrical constraints of the system, which
could in principle preclude ergodicity). In appendix A.6 we recall a few causality properties of
the double Laplace transform, and finally in appendix A.7 we analyze in the Laplace domain
the free (Gaussian) field [52], as a test bench for the techniques employed on the comb.

A.1. Derivation of the propagator

We start from equation (31), which rules the evolution of the Fourier transform G4(#) of the
propagator G(x,t). We then Laplace-transform the last equation: using that G(x,£=07) =0
by construction, we find

Gq(s) =81 (q.,s) [1 — ngiF(q1,s)], (A.1)

where g | was defined in equation (33), while we introduced the auxiliary function

dd_IQJ_
F(qy,s) = / P (T+ug,,—q, ) Gq(s). (A2)
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Crucially, the terms enclosed in square brackets in equation (A.1) do not depend on ¢ . Upon
—1
applying [ (d;r% (T+uq,,—q, ) to equation (A.1), we thus obtain the self-consistent equation

F(qhs) = M(Ql,s) [1 - MQ%F<Q17S)] ) (A3)

where we introduced the function

dd—l
M(qlvs) = / (zﬂ)dq—J_] (T+ uﬂh»*‘ll) 81 (qlvs) . (A4)

We thus solve equation (A.3) to obtain F, which can then be replaced into equation (A.1) to
give

81(qy,s)
Gy(s) = ——". (A.5)
O T M (@)
Upon calling (compare with equation (34))
g1 (q1,8) = 1+ pgiM (q1,5) (A.6)

the denominator in equation (A.5), we obtain the expression of G4(s) reported in equation (32).

Note that equation (31) reduces, for uq =0 and in d =2, to the Fourier transform of the
Fokker—Planck equation (7) for a single (non-interacting) Brownian particle on the comb,
placed initially at the origin at time 7= 0. The corresponding solution G4(s), i.e. its moment
generating function written in the Laplace domain, then reduces to

T3]~
“\g‘T\/;]l} : (A7)

where we computed explicitly the integral in the definition (34) of g;(g,s), and we reinstated
the length scale ¢? — aq? (see the discussion in footnote 4). In particular, one can use the
Tauberian theorems [58] to deduce the long-# behavior of the inverse Laplace transform of the
particle variance along the two orthogonal directions:

Gq(s) = (S+[LTQ%)_1 [1 +

8ZGq (s)

- — =2uTs ™ > <y2 (t)> ~2uTt, (A.8)
8(]2 q=0
and
8%G (S) 3 uTt
- T‘;% » =a\/ uTs™ 2 < <x2 (1)) ~2a — (A9)

Alternatively, one can invert explicitly equation (A.7) to the time domain, finding

2 2 N 2
4q3e~BHT — 4agty/ L DawsonF (\/q%uTt> + azeqT]”ZHT’q‘l‘ Erfc ("z—la uTt)
g + 443

Gq (l) - 9
(A.10)
which leads to the same asymptotics in the long-7 limit.
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A.2. Derivation of the response function

We start by Laplace transforming the corresponding Schwinger—Dyson equation (40) with
respect to both # — s and ¢’ — s’, finding

d—1
1
SRqp (5,8") = — M‘IZL (T+ug) Ry p (s,5") — IW% /(27T)dl (T+ug,,—x. ) R(g k. )p (s,5")
2uT
+ o o (@ +p) + a1 (a+p)]- (A11)

Note that the first Laplace transform, r — s, acts on the first term in equation (40) as
ORqp (1,1") — SRqp (5,1") —Rqp (1=07,1")O (1), (A.12)

where the ©(—t") stems from the causality of the response function—see its definition in
equation (38). The second Laplace transform, ' — s’, then suppresses the term proportional
to ©(—1").

Equation (A.11) can be rewritten as

2uT
Rap(5:5") = g1 (a,9) { (26 (g1 +p1) + 5 (a+ )] — u2FO <q1;s,s'>} ,

s+’
(A.13)
where we introduced the auxiliary function
d-1,
F (gy3s,8") = / ﬁ (T+ g, —q, ) Rap(5,5"). (A.14)
™

Applying the operator [ %(T—i— Ug,—q, ) to equation (A.13) we thus obtain the self-
consistency relation

2uT
FO (qi55,5") =M (q1,5) [ers’qiéd (@+p) — g FD (q1;s,5")
2uT
+ ﬁcﬁfs(ql +p) (T+up) g1 (=pss). (A.15)

From now on, we will assume for simplicity u(x) to be rotationally invariant, so that uq depends
only on |q| = g7 + ¢4 . This implies in particular

21(q,5) =g1(—q,s), M(q1,s) =M (—qu,s), (A.16)
as can easily be evinced from their definitions in equations (33) and (A.4). Solving for F' M

in equation (A.15) and replacing the result into equation (A.13) then renders the response
function given in equation (41), upon noting that

L= pp? (T+up) g1 (p.5) =581 (,5), (A.17)
and by using the propagator Gq(s) introduced in equation (32).
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Using the causality structure of the response function (see cf appendix A.6), we can finally
invert equation (41) with u(x) = A§(x) and d = 2, which gives

2uTO (1) 416 (q1 + p1)
a3 —p3) (4p3+pt) (443 + 4t

Ryp (1, t') = ( ) {26]% (4p§ +p‘1‘) e~ BrTT I:qu

af 2
- (1 T7)] a4 7 (- ) e (4 7 }

+2uTO (1) p3d (q +p)e BT, (A.18)

witht=t—t'">0and 7T =T+ A.

A.3. Derivation of the correlator for Dirichlet initial conditions

As in the previous sections, we start by Laplace-transforming the corresponding Schwinger—
Dyson equation (39) with respect to ¢ — s, finding

dd— 1 kJ_

——7 (T+ug,—x, ) Clg ) p (1)
(2m)

C‘LP (Sat/> =81 (q’s)

Cyp (1=07.1") — ngt /

+Rp.q (t”S)l : (A.19)

Note that this time the quantity Cq ,(z = 0T,#’) # 0. On the contrary, this term can be used to
enforce any particular initial condition at ty = 0, because by construction

Cqp (t=10,1") = pq (t0) p (t0) Gp (1" — 10) , (A.20)

where G4 (1) is the propagator in equation (32). We remark that the seemingly arbitrary choice
to =0 is necessary to allow the use of the Laplace transform, but in fact it entails no loss of
generality. Indeed, once a particular solution Cq p(#,¢’) is found, one can simply introduce the
new coordinates

T=t+1, 7=t +1, (A.21)

which practically amounts to shifting the initial conditions to the time 7 = #;. In particular, this
may allow to find the correlator in the stationary state by eventually taking the limit 7y — —oc.
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Upon further Laplace-transforming equation (A.19) with respect to ¢’ — s’, we thus obtain

d—1

0) (0 d "k
Can(s:5) =81 (4:5) [ oGy (")~ | T T k) e (025

+Rp.q (S’,s)] : (A.22)

where we called for brevity gb((lo) = ¢q(1 = 0), and where the response function Ry p(s,s’) was
given in equation (41) (note, however, the exchange of its arguments). Again, our strategy
consists in integrating equation (A.22) with respect to q | to obtain a self-consistency equation.
To this end, we first collect the various term in equation (A.22) according to their dependence
on q  , and use the property

81 (qu) — 81 (qasl)
s'—s

21(q,5) g1 (q,s") = : (A.23)

which is readily proven by inspection of the definition (33) of g, (q,s). We can thus rewrite

2uT
s+’

Cap (5,5") =g (@.5) 84" 63 Gy (s') + g1 (a,8) g1 (a.5") 0% (q+p) ——p%
2uT pid (g1 +p1) s’ Gp(s')
s+ s’ s’ —s

2 / /
s+ s’ sl —s

g1 (a,9) [ U FO (gris,s)

— 8L (qul)

where we introduced the auxiliary function

d—1

F@ (q1;8,5") = / ﬁ (T—l— ”qn*qL) Cqp (5,8"). (A.25)

Applying [ % (T+ug,,—q, ) to equation (A.22) renders
FO (q135,5") =04 Gy (s") M (q1,5) + M (q1,5) | A~ gt F? (q1is,5")

2uT
—AM(q1.5) + 81 (0.9) 81 (B.5") 5 (1 +p1) P (T up) . (A26)

where the functions M(?, M were introduced in equations (45) and (A.4), respectively, and
where we called for brevity

2uT pid(qi+p1) s’ Gy (s')
s+s’ sl —s

A . (A.27)

Solving for F®) in equation (A.26) gives

F® (ql;svs/)

g1 (QI,S) :Cbl(IO)Gp (S/)M(O) (CII;S) +A[M(C]17S) _M(thl)]

2uT
+&1(p:s) gL (p,s")d(q1+p1) mpi (THup), (A28)
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which can be further simplified by rewriting

upt (T+up) =g7" (p,s) —s, (A.29)
ug; M (q1,s) —M(q1,s")] = g7 " (q1,8) — g7 ' (q1,5"), (A.30)

as one can easily check starting from the definitions of g , g;, and M given in equations (33),
(34) and (A.4), respectively. Replacing the expression of F(?) found in equation (A.28) back
into equation (A.24) renders, after some algebra, the correlation function Cq p(s,s’) reported
in equation (44).

Note that specializing the latter to flat initial conditions QS((,O) — ¢ yields

3" Go(s") g1 (a.5) |04 — gt (q1,5) M (q1.5)]

= [00] Gy ()51 (@.9) [1 ~ g (01,9 M(g1.5)] = [60] Gy (9)Gp (). (A3D)

where the second step follows from the definitions of M O M given in equations (45) and (A.4),
while in the third step we recognized

1— pgi g1 (q1,5)M(q1,5) = g1 (q1,5), (A32)

and we used the definition (32) of Gg(s).

A.4. Derivation of the equilibrium correlator

First, we note that simpler field theories generally allow to find the stationary correlator start-
ing from the Dirichlet correlator computed in correspondence of fixed initial conditions at
time ¢ = 1. Indeed, if a time-domain expression of Cqp(#,7') is available, one can formally
send #y) — —o0, as we remarked at the beginning of appendix A.3. We exemplify this route in
appendix A.7 for the simple case of the free (Gaussian) field [52]. However, directly inverting
the Laplace expression of Cq p(s,s") found in equation (44) proved challenging in the present
context.

The strategy we adopt in this section hinges instead on the assumption that the system
reaches at long times the equilibrium distribution given in equation (56). Here the fluctuation—
dissipation theorem (in the form of equation (54)) links the stationary correlator Cq p(7) to the
linear susceptibility

6 {(¢q (1))
0j—p (')

, (A.33)
j=0

Xq.p (t7 t/)

computed in the presence of a field j(x,7) linearly coupled to the Hamiltonian as in
equation (50). The corresponding equation of motion follows from equation (25) as

26 (%) =V - {ﬂ(X)V [m(x,r) + [ayutx=y)o0) —j<x,r>] +s<x,r)}. (A34)

Taking its average, its spatial Fourier transform, and finally its functional derivative as in
equation (A.33), leads to the following evolution equation for the susceptibility:
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d—1

1
a—1 (T+ Ug,—k ) X(q1,kL),p (l,l‘/)
(2m)

+ud(t—1") [q16 (g1 +p1) +q16% (a+p)] - (A.35)

OXaqp (1,1") = — pgy (T+ Ug) Xqp (1:1) — 1qi /

The latter is formally analogous (up to a multiplicative factor 27) to the evolution
equation (40) satisfied by the response function Rq ,(7,1"), whose solution has been computed
in appendix A.2, hence we can write immediately its solution

0 _ Xap(9)
Sl SCIRD) (4.6 (a+p) + 416 (q1 +p1) sGq(s)] = s“j_’s, : (A.36)

Xap ($)

Finally, by integrating the fluctuation—dissipation relation (54) one can obtain the stationary
correlator C(s), provided that one first can fix the initial condition

Cap (T=0") = (6q (1) 6p (1)), - (A.37)

The latter encodes the equal-time fluctuations of the field in the equilibrium state described
by the distribution P[¢] in equation (56). Since P[¢] features the Hamiltonian H[¢] in
equation (50), which is Gaussian, the equilibrium fluctuations of ¢ can be simply obtained
by first constructing the generating functional [59]

. 1 _ L [ dq joj-
Zj] = /D<z> eXP{_THj [¢]} = exp (H/WM> : (A.38)

where H;[¢] was introduced in equation (50), and where the functional integral is assumed to
be normalized so that Z[j = 0] = 1. We can then compute

82 Zj]

—— 5 (q+p), (A.39)
T (a+p)

(Gqtp) = T

=0 T+uq

which is the result reported in equation (57). Using the fluctuation—dissipation theorem written
in the Laplace domain as in equation (55), we then find the stationary correlator given in
equation (58).

The latter can eventually be inverted to the time domain for selected choices of uq. Note
that the so-obtained Cqp(7) is only expected to reproduce the branch with 7 >0, while we
physically expect it to be symmetric for 7 <0, i.e. Cq p(7) = Cq,p(|7]). The result depends in
general on the spatial dimensionality, hence we find for instance in d = 2, with u(x) = Ad(x),

Zqze—téuTT [2(12 — q%Erﬁ (qzx/,uTT)]
(P2 —a3) (443 + )

T 2 T
Cqp(T) = 7—_5(q +p)e T — 7-‘1%5(611 +p1) {

oS,

(A.40)

4
Agte T HTTErfc ( \/W)
+(gep)+ ;

(4P +p1) (495 +41)
where we called again 7 = T + A.

As we stressed, the derivation proposed in this section relied on the assumption that the sys-
tem reaches thermal equilibrium described by the Boltzmann distribution. In the next section

we thus prove that the equilibrium solution represents the only admissible time-translational
invariant solution for this system.
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A.5. Proof of the uniqueness of the stationary solution

In section 4.5, the sole requirement of time-translational invariance led to the condition (64)
for the correlator Cq p(,7"). For simpler field theories, this condition is sufficient to con-
struct explicitly the stationary correlator—we exemplify this for the free field in appendix A.7.
However, in the case of the comb the integral equation (64) is hard to solve as it stands, and
thus we proceed differently.

First, we use the causality structure of the response function and of the stationary correlator
to reduce the time dependence in equation (64) to a single variable. To this end, we step to the
Laplace domain, where the response functions in equation (63) take the form

R Rpq(s’) R Rqp (s’
Sqp (5,57) = 9P (Szisf,q (s") _ fap (521S;1,p (s ) (A41)

In the first step we used the causal form of the response function Rqp(s,s’) reported in
equation (42), while in the second step we used the symmetry under q <+ p of the particu-
lar solution found in equation (41). Similarly, the correlator Cq p(s,s”) can be written in terms
of Cqp(s) as in equation (48). By plugging this decomposition into equation (64) we obtain
two distinct (and equivalent) relations, depending either on s or s’, the first of which reads

4~k 2 2
it (THug k) [ﬂh Clark)p (8) +P1Co i k1) (S)}

Cqp (5) = Gap {Teq,p (s) — ﬂ/ (27)

(A.42)

Next, we note that equation (A.42) fixes completely the diagonal part of the correlator Cq p(s)
in momentum space. Indeed, let us decompose (without loss of generality)

Cap (5) = i (5) 87 (q+D) +ca ()5 (q1 +p1)- (A43)

We have additionally assumed that Cq p(s) o< (g1 + p1), as expected from the translational
invariance of the system along the backbone. Plugging this form into equation (A.42) renders

T

1
SNORS s

8L (q,S) ) (A44)

chip (8) = ud’ gq,p{zTgL (p.5)5Gq () — |(T+ug) i (5) + (T+up) ey (s)]

d’k

_ / S0k =) (T+u ) [y (5) +c (5)] - (A45)
(27-(_) ’ ]

Note that the diagonal dependence encoded in c.(ll) (s) is exactly the same as that of the equilib-

rium correlator reported in equation (58). This suggests to express the off-diagonal part c((fl),(s)
as a deviation with respect to the equilibrium case: we thus introduce

2 3
ciin (5) = —1aiTg L (B.5) Gy () + i (s). (A.46)
We then plug this into equation (A.45), and use equation (A.44) to recognize

(T+ug) el (5)+ (T+p) e ()] = Tlg1 (@.5) + g1 (.5)]
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=21 (q,5) g1 (p,5) 25+ Ggp] . (A4T)

where in the last step we used the definition of g given in equation (33), and that of Gg ;, in
equation (62). This leads, after some algebra, to a simpler relation of the form

d

dk
cip (5) = —14} Gap / (Ut =) (T ey () e ()] (A.48)

The latter integral equation is homogeneous, and thus it is clearly solved by cfﬁl),(s) =0.In
the following, we will prove that such solution is unique: as a consequence, the equilibrium
correlator given in equation (58) is the unique solution of equation (A.42), which defines the
stationary correlator. To this end, we introduce another transformation as

cip (5) =G kel (5). (A.49)

in terms of which equation (A.48) becomes
d'k
C((fl)) (s) = —pqi / Wfs(kl —q1)(T+u—x) [Qk,pcl(f% (s) ‘*‘gqykc«(;fl)( (s)] : (A.50)
T

This form makes clear that the dependence of c,(ffl),(s) on q and p is additive, namely

cip () =fa () +/p (5). (A51)

for some unknown function f (s). Plugging this decomposition into equation (A.50) and intro-
ducing the auxiliary function

dk
Ny = uq; /(zdé(k1 —q1) (T+u_x) Gk q, (A.52)

7)

we obtain (using the parity of Gq p)

d
(1+ Ng)fa (5) + e / (jﬂ")dml ) (T4 i) Gug fe (s>]
d
= (1 Mo (5) + / (;‘:)da(kl — ) (T4 us) Gue <s>] . (A53)

The left-hand side of this equation depends on q , , whereas the right-hand side depends on
p | —hence they must be equal to a quantity that is independent of both q, and p | :

d

(1+ Ny o (5) + pig? / (;")da(kl ) (Tt 1) g i () = a(qs). (A54)
, [ d%k
(1 Np)fp (5) + i / Gt~ ) T+ Geafe(9) = ~a5). (A.55)
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By symmetry under the exchange q; <> p, we argue that it can only be a(g;,s) = 0. This
way we have reduced equation (64) to the single-variable integral equation

d

(Nsa )t [ 5

Taking another convolution against (7+ u_q) finally renders

6 (ki —q1) (T+u_x) Gk qfi (s) = 0. (A.56)

/o
(27T)d (T+u—g)(1+2Ng)fq(s) =0, (A.57)

which is only satisfied if fq(s) = 0. This concludes the proof of the uniqueness.

A.6. Double Laplace transform of causallstationary functions

The causality structure of a function in the time domain carries signatures on its Laplace trans-
form. Indeed, it is straightforward to prove that [60—62]

F(l‘l,lz) :f(tz — l1) © ([2 — l1) — F(ShSz) = f(sz) s (A.58)
S1+ 852
and similarly
G(th)=g(lb—t|)=gL—1)O(L—t)+g(t —)O(t —n)
— G(s1,8) = gln) +8(s2) (A.59)

S1+ 82

This simplifies significantly the inverse Laplace transformation of the response function
Rqp(s,s") and the stationary correlator Cq p(s,s’) derived in appendices A.2 and A .4, respect-
ively: we basically have to transform only with respect to s, and not with respect to both s and
5. Unfortunately this is not the case for the correlator Cq p(s,s’) in equation (44) for Dirichlet
initial conditions, because the corresponding Cq p(?,1") is not expected to be time-translational
Invariant.

A.7 Particles in homogeneous space: analysis of a fluctuating Gaussian field in the Laplace
domain

Here we consider the relaxational dynamics of a Gaussian field [52],

g (1) = —iqdq (1) + v (1), (A.60)
(vg (g (1) = Qg0 (q+q) 5 (t—1"), (A.61)

to which equation (27) for the fluctuating particle density essentially reduces in homogeneous
space (i.e. for fi(x) = u1,), upon identifying cg = pg*(T+ uq) and Qq = 2uTq>. Although
this problem is easily solvable in the time domain, here we will characterize it instead in the
Laplace domain. This serves as a benchmark for the methods employed above in the case of
the comb, which in contrast cannot be analyzed directly in the time domain.

First, the propagator corresponding to equation (A.60) can be immediately checked to give

1
Gy(s)= P “ Gq(t) =0 (t)e " (A.62)
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To find the correlation function, we first write the Schwinger—Dyson equations (see section
4.2)

0/Cqp (1) = —qCoqp (1) + Rpq (1), (A.63)
OiRqp (1,1') = —aqRqp (1,1") + Q6! (a+p) 3 (1 —1). (A.64)
Solving the latter in the Laplace domain (as we did in appendix A.2 for the comb) yields

n_ Q% (a+p) _ Q'(q+p)
Rq,p(S,S ) - (S+S/) (s+aq) - (S—I—S/) Gq(s)v (A-65)

which can be inverted to the time domain (with respect to both its Laplace variables) to give
Ry (1,1') = Q6% (q+p) O (1)) © (1 — 1) e~ (1), (A.66)

To find the correlator, we Laplace-transform equation (A.63) and plug in the solution (A.65)
for the response function:

1
S+ aq

Cap (1=07,5") + (A.67)

d
Cq,p (S,S,) _ Qq‘s (q + p) :|

(s+s)(s"+aq) ]

Transforming back to the time domain yields

Q404 / /
Cq,p (l‘,l‘/) — Cq,p (l _ 0+,t/) el + % |:efozq|tft | e—a“(t-&-l ):| 7 (A.68)
q

where the term Cq (7 = 0™, ¢") must be fixed self-consistently by using the initial conditions

Cqp(t=10,1") = ¢q(10) p (10) Gp (t' — 10), (A.69)

specified in correspondence of 7y < #’. Indeed, computing equation (A.68) in z = 1y and solving
for Cqp(r=0%,1") gives

, (g ,
Cap (1=0%,1") = 6 (t0) dp (1) =" 720) ¢ %e*%’ (1—e?n), (A.70)
q

which can then be replaced back into equation (A.68) to find the Dirichlet correlator [52]

d
Cap (1,1") = ¢q (10) Pp (to)efa‘*(”” —20) 4 240°(aP) 2(;1‘*‘[)) [e*a‘*ltf’ | et *2"’)] )
q

(A7)

Note that, starting from the flat initial condition ¢4 (0) = 0, the Dirichlet correlator reads in the
Laplace domain

Qq0%(q +p)

Can (85 = G (s 7 ag) (7 T o)

(A.72)

Note also that, unfortunately, an explicit Laplace expression of the correlator starting from
initial conditions set at a generic time #; is not available. Indeed, r =0 plays a special role for
the Laplace transform, which in some sense breaks time-translational invariance. This is why
in appendix A.3 we had to fix the initial conditions at time #y = 0.
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Finally, to find the stationary correlator in the Laplace domain we start by writing another
Schwinger-Dyson equation, akin to equation (A.63):

Oy Cqp (t,1") = —pCqp (t,1") + Ry p (1,1). (A.73)
We then impose the stationarity condition

Ryp (t,t') +Rpq (2,1
(Or+0y) Cqp(t,1') =0 — Cyp (t,1)) = ap (1) Ry ). (A.74)
Qaq+ap

Plugging in the Laplace expression (A.65) of the response function yields

Q409 (q+p) 1 1
C = AT5
ap (5:57) 2aq (s +57) (s+aq+s’+aq)’ (A.79)

whose time-domain version

0 ,
Cop(tr) = a0l TP 2((;” P) —oli—'| (A.76)
q

clearly coincides with the formal limit 7y — —oo taken in equation (A.71). It also coincides
with the equilibrium correlator obtained by using the fluctuation—dissipation theorem [47, 52].

Appendix B. Structure factor and ISF

In this appendix we recall some basic concepts from the physics of liquids [63], so as to make
contact with the notation used in SDFT.
Let us first introduce the (static) structure factor

N 1

Z <efiq-(r,'*rj)> —— (pqp_q% B

S(q) = N

ij=1

where in the second step we used the definition of the density field p given in equation (8).
First, note that one can always decompose equation (B.1) as

1 .
— _ —iq-(ri —1j)
S(a) = 1+N§¢;<e an), (B.2)
i#j

where the first term accounts for self-correlations. For large (, the second term rapidly oscil-
lates and averages out to zero, so that S(q) ~ 1; moreover, from equation (B.1) it follows that
S(q =10) = N. As such, by construction, S(q) does not admit an inverse Fourier transform.
Using equation (B.1) and the definition of the density fluctuation ¢ introduced in equation (15),
we can rewrite

S(a)=po |5 (@) + 3 (Bu6 )
=1+ pod (@) + poh (q). (B.3)

Above, in the first line we used [09(q)]> = V§%(q), where V denotes tbe volume of the system
(i.e. po = N/V), while the second line defines the pair correlation function h(q)—note that
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the latter does admit an inverse Fourier transform [35, 63]. Note also that the term pod?(q) in
equation (B.3) is only due to the presence of a uniform nonzero background density py; since
this only entails a difference in q = 0, one typically rather plots

& (q) = S(a) — pod” (@) = 55 (90— (B4)

Using equation (57), we deduce that in our case

P T
S(q) = Nocqrq (r=0")= T (B.5)

where again we used 6(q = 0) = V. As noted in earlier works [35, 64], this result—stemming
from the linearization of the Dean—Kawasaki equation that we performed in section 3—
corresponds to the random phase (or Debye—Hiickel) approximation in the physics of liquids
or electrolytes [63]. Under such approximation, we note that the property &(0) = 0 is lost,
whereas &(q — 00) = 1, as expected.

Similarly, the temporal evolution of density fluctuations can be described using the inter-
mediate scattering function [63]

AR 1
Fla.n =y > (e TNy = w (Pa () p—q (0))- (B.6)
ij=l1

Similar considerations to those spelled out above for the structure factor apply also here, so
that in practice it is useful to subtract the constant background and plot instead

§(@.0)=Fa.0) - pd' (@) =2 (0064 (0) =ZC0 a0, ®D
where in the last step we recognized the two-point function introduced in equations (37)
and (47). For the comb geometry, the latter is only known explicitly in the Laplace domain,
i.e. Cqp(s) given in equation (58). However, its form suggests to rescale the momenta as
73 =q}//s and 22 = ¢* /s; in particular, the Fourier transform of the interaction potential
u(x) this way reads

uq = u(zl.vl/“,zlx‘/z)' (BS)
Upon formally taking the inverse Laplace transform, it then becomes evident that Cq, _4(?) col-
lapses, for large times ¢, on a scaling function that does not depend on the details of the interac-
tion potential uq, but merely on uq—o—see equation (B.8) with s ~ 0. As noted in appendix A 4,

this is precisely the limit in which the inverse Laplace transform can be computed explicitly:
this way we find, for d =2,

1 1
) ~ = 14 = 12
%(q,),»lS(yl Qitt, Y2 = @2 )
y4

T 4y2 2, i
= e nwTy, 1+ 1 1 <1 _ eMT(Yz+YI/4)ErfC (11 /HT
T { L(yi+43) | (v +43) 2

wTys2 2 (4y2 — v £ 22 (VA o 442 T
e 2)’1VHT+Y1(Y2 Yi+2y3 (v +4y3) )Erﬁ(4y2\//7f> ,

2
—vauT —
? NG 2 (v} +43)

(B.9)
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where we called 7 = T+ uq—o. This function is plotted in figure 2. In particular, note that
the term o d(g; + p1) in equation (58) gives rise to a term o L when computed for p =q
(as prescribed by equation (B.7)), where L is the linear size of the system, whereas the term
oc 4(q + p) gives rise to a term o< V = L. Intuitively, this is because the structure factor and
the ISF defined above entail averages over all particles in the system, among which only a
subextensive fraction resides on the backbone. As a consequence, the correction to the ISF
due to the particles subdiffusing along the backbone appears as a subleading contribution
in equation (B.9), which is expected to vanish in the thermodynamic limit V — oo (while
it remains relevant in a finite system, see figure 2).

Appendix C. Details on the generalized correlation profiles

Here we detail the derivation of the generalized correlation profiles between the tracer position
and the density of all other bath particles, discussed in section 5.1.

Several steps in the following derivation resemble the ones carried out in section II.D of
the supplemental material of [42], to which we refer the reader. In particular, the profiles 14
and g4 introduced in equations (67) and (69) can be computed directly by using these very
same methods, starting from the coupled equations of motion (65) and (66) for the tracer and
the bath density. In the following, we limit ourselves for simplicity to the derivation of the
generating function wq (A, #) introduced in equation (70), from which the previous two profiles
can actually be generated.

C.1. Derivation of the generating function

We start from the definition (70) of the generating function wq(A, ), and note that

B <¢q (t)e(/\+iq1)ro(t)> B <¢q (t)e(/\+iq1)r0([)> i
wq (A1) = (MY = BT +0(h?), (C.1)

meaning that the leading-order contribution to wgq(A,#) can be captured by computing the
denominator only up to O(ho). Since equation (65) reduces to 1d Brownian motion if 2 =0,
such denominator simply reads [52]

<ekm(l)> — e)\ZuoTt' (C2)
0

At long times, we expect wq (A, 7) to reach a stationary state satisfying

(8 — N poT) {pq (1) eAFian@y
(ern(® >o

where we used equations (C.1) and (C.2). (Note that the latter is an assumption, to be verified
a posteriori.) We then focus on

0=0wq(\) = +0(1), (C.3)

0, <¢q (t) e()\+i£I1)ro(t)> _ <¢q (l‘) e()x+141)ro(t)> + (/\ + iq1) <i'0 (t) ¢q (I) e(>\+im)ro(l)> 7 (C.4)

which we obtained by using Stratonovich calculus. Indeed, note that both noise terms in
equations (65) and (66) are additive, hence the result of the calculation does not depend on
the choice of the stochastic calculus convention. The two terms on the r.h.s. of equation (C.4)
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can then be computed by using the coupled equations of motion; in particular, the first term
gives

<(l’5q (1) e(>\+i6h)ro(f)> qd-1
= — g’ (T+uq) wqg(\) — 2/761L T+ ug)wq (A
<e>"0(f)>0 ng ( o) Wq (A) — pgy (27r)d_l( ) wq (A)

— e [q7 va + qivg, (x1 = 0)], (C.5)

because by using the Novikov theorem [56, 65] one can prove that [42]
(vq ()X Himn) o, (C.6)

Similarly, the second term yields

<i'0 (l) Pq (t) e(>\+i¢11)ro(t)>

<e>\r0(t)>0
_ (0(0dq (e Tn) L dp (G () g (el TnnY)
= <e>\r0(t)>0 - 0/ )dlmv;) <e>"0(’)>0
. . V_
= (igqy +)\),u0qu()\)+1q|huoTT+‘; . (C.7)
q

Above we noted that

(60 0) g ()TN0 = (5, (1) 34 () (000 4 O
_ T
T+ Ug

d Aro (1)
6(q+p)<e >O+O(h), (C.8)

where in the first step we used that the stochastic processes ro(f) and ¢q(#) are independent at
(’)(ho) and thus they factorize, while in the second step we inserted the stationary two-point
function of the field found in equation (57). Moreover, the expectation value involving the
noise 7 (#) can be derived as in [42] by using the Novikov theorem, yielding

(10 (1) 64 (1) eF9000 ) = (igy + 2) T (9 (1) X H90 ) (€9)

Plugging equations (C.5) and (C.7) back into equation (C.3) yields the defining equation of
the stationary wq(\), namely

d—1

_ d" g
Gy ' (@, ) wq(N) = —uq?/ (zﬂ)di (T+uq) wq (N) — b [q1 v + qivg, (x1 = 0)]
V_
i T—4 .1
+ig1hpo T+ug (C.10)

where the function Gy(q, A) was introduced in equation (72). Equation (C.10) can as usual be
d—

solved self-consistently by applying | ?lef,’j (T + uq) to both its sides; a tedious but straight-

forward calculation then renders the expression of wq(A) reported in equation (71).
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C.2. Derivation and large-distance behavior of correlation profiles

Other generalized correlation profiles can be promptly generated starting from wq(\) given
in equation (71). For instance, the profile ¢4 introduced in equation (67) can be simply com-

puted as 1pq = wq(A = 0). Similarly, since gq = dwgg’\) o (see equation (69)), by deriving

implicitly equation (C.10) we obtain

d—1

— d q.1 . hv_

The self-consistent solution of equation (C.11) renders the stationary profile g4, which is repor-
ted in equation (75). Its large-distance behavior can then be inspected e.g. by using the method
presented in section I.C of the supplementary material in [42], or more simply by formally
replacing the interaction potential by u(x) — uq=od(x) (indeed, note that we have assumed
everywhere the interaction potential u(x) to decay rapidly, so that it admits a Fourier trans-
form). Either way leads to the asymptotic result reported in equation (78).

C.3. On higher-order cumulants

In section 5.2 we noted that our prediction for the cumulant generating function (85) of the
tracer position seems to imply that all cumulants of ry(#) grow linearly with time. Crucially,
however, equation (85) has been derived under the assumption that wq (A, ) becomes stationary.
To see why this assumption may be delicate, in this appendix we consider the simpler case
of interacting particles in uniform space (i.e. without the comb constraint), such as the ones
considered in e.g. [35, 42]—and corresponding to the model described in section 2, but with
f(x) = fig(x) = ply, and Up(x) = U(x). First, using Stratonovich calculus one can derive the
exact relation [42]

q¢
OV (X, 1) = N uT — hu - / ﬁiqquq (A1), (C.12)

which is analogous to equation (84) but for ¥(X,#) = In(e*™®), and with the generating
function

(¢ (x+10(r),1) 0)

W(X;)\7t) = <e,\.r0,(,)>

(C.13)
Following analogous steps to the ones we presented in appendix C.1, one finds in the stationary
state

g |, Tig- A
T THoug ¢ (2T + uq) — 2Tiq - A

wq (A) } +0(n?), (C.14)

where g = |q|. From equation (C.12), this would imply

d

(N1 = pt l/\2T—h>\-/dqdiqquq () (C.15)
(2m)
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By inserting the prediction for wq(A) found in equation (C.14), we can obtain estimates of the
cumulants of ry(#) up to and including O (hz), upon taking derivatives with respect to A. For
instance, the fourth cumulant would read

4 ; d 2 4
M :96h2,uT3/ d qd Uqq1 — +O(hY), (C.16)
t ) (T4 1tq) 2T+ 1)

where we denoted ry = é&; - ry, while (0>C is the connected correlation function. However, we
note that in d < 2 this integral requires regularization via the introduction of a lower (infrared)
cutoff ¢ > 2x /L, implying that the fourth cumulant depends explicitly on the size L of the
system—in particular, the integral in equation (C.16) becomes divergent for L — oo, signaling
the breakdown of our perturbative estimate.

In fact, our prediction in equation (C.15) has to be compared with equation (33) in [66],
where a cumulant generating function analogous to (A, #) has been computed perturbatively
for an analogous system, and for a generic time ¢ (i.e. not necessarily in the stationary state).
In particular, the fourth cumulant reported in equation (52) of [66] coincides with the one in
equation (C.16) only for d > 2, whereas for d < 2 the scaling of <rg(t) >c with ¢ turns out to be
faster than linear.

We conclude that, in general, higher-order cumulants of r((¢) only scale as o< ¢ provided
that the integral that defines the prefactor is convergent [45], which must (somewhat incon-
veniently) be checked a posteriori. By contrast, the integral defining the diffusion coefficient
turns out to be always finite, no matter the spatial dimension d, both in uniform space [35] and
for the case of the comb analyzed here (see section 5.2).

Appendix D. Brownian dynamics simulations

In this appendix we describe the Brownian dynamics simulation of the system of interact-
ing particles introduced in section 2. To this end, we focus on dimension d =2, and call
r;(f) = (Xi(1),Y;(¢)). When trying to simulate the system on a delta-like comb such as the one
introduced in section 2, the first obvious problem is that one never has Y;(¢) = 0 exactly, hence
the particles would never actually diffuse horizontally. However, there are well-established
strategies in the literature to circumvent this issue: for instance, in [17] the backbone is rep-
resented by a strip of spatial width ., while in [19, 67, 68] the §(y) function that appears in
the mobility matrix (6) is smoothed out and replaced by a Gaussian. The latter strategy is the
one we chose to adopt here: in practice, we simulate

540 = ~p A0 0) Y o Ulei ()~ 15 (0) + VZATAT () (1), (.1
!
Yi(f) = —p Z a?/- U(r; (1) —x; (1) +/2uTn (1), (D.2)

g# !
where the 7; are uncorrelated random variables with
(i () (1)) = 66 (1 = 1), (D.3)

and similarly for 7} (7). The function .A(y) can in principle be any smooth representation of a
nascent delta function, such as

Ay) =

1 2
——exp| —— .
V2me, p( 253)
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Choosing an integration time step A¢ such that v/2uTAt < 2. is in general sufficient to make
the measurements independent of €. [19]. (We verified this by running several simulations with
decreasing values of €., until we found that the .-dependence had actually been lost). Note
that equations (D.1) and (D.2) are multivariate stochastic differential equations with multi-
plicative noise, that we chose to integrate using a simple Euler—-Maruyama algorithm (indeed,
higher-order methods would not significantly speed up the numerical integration in such
cases [69, 70]).

2
In particular, choosing Gaussian interparticle potentials U(r) = ee™ 2, the force terms in
equations (D.1) and (D.2) reduce to

oU(lri—xl) _ Xi—X

_ J R
X = Ullri=xl), (D.5)
oU([ri—xjl)) Y=Y
or, =% Ul —l). (D.6)

We start the simulation by preparing a system with 200 particles at density pp =1, and fix
all other parameters to unity apart from the interaction strength e, which we vary within
the interval € € [0,0.5]. After a thermalization time Tier, = 107 with a time step Az = 1072,
we record the trajectory of the tracer ro(¢) from time =0 up to time Ty =4 - 10°, and
repeat the whole process n = 10 times. This way we end up with a collection of trajectories
{r(()’) (1) }1_,. We then use each of these trajectories to compute the time-averaged mean squared
displacement [43, 71]

1 Tmax—T ; ;
82 (7, Tonax) = 7/ de [r (14 7) = (1) (D.7)
0

Thax — T

Since our system is ergodic, we can then ensemble-average over the n independent trajectories
to obtain the estimate for the MSD

{Iro(t) —r(0)|*) = lim 1253 (T =1, Tmax), (D.8)
=1

Tmax—>00 1
1

whose linear fit finally leads to the estimates of the diffusion coefficient {|ro(r) — ro(0)?) ~
2Dt reported in figure 3(b).
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